
� <stacking rate> = 25.5mA/hr
� <production> = 26e-6/p
� <beam on target> = 8.19e12

○ Stacked 1445mA (average 481mA)

○ HV102 water leak

� diode amplifier card showing fault on the B side for D:P3TW03
� Replaced with a spare card
� Reset

○ Debuncher momentum band 3 TWTs tripped

○ D:ISEPV ground fault trip/vacuum 

� Tripped a few times over the weekend.
� We will look at this more closely.

� Required a scope power cycle.
� To assist with this problem.  DVM has a an aggregate called "Trouble with 

INJFLX" 

○ D:IKIK scope hung

� There was not clear indication as to the cause of the trip
� Reset ok remotely.

○ D:LNV external interlocks trip. 

� Ops report a bit sluggish.
� We will look at this today

○ Motion control

○ LCW Makeup

Stacking

○ D:EKIK module #1 timing a bit better after Obie made a supply adjustment.

� Experts are looking at this.

○ Target Rotation Readback started misbehaving around 1600 on Sunday

Accumulator to Recycler efficiency is 95.4%

○ Unstacked 1441e10 in 144  transfers over 67 sets.

Transfers

2009-05-11 Monday Pbar Notes Monday, May 11, 2009
7:05 AM
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� Accumulator to Recycler efficiency is 95.4%
� Efficiency from only the two transfer sets was 95.9%

□ We should force a beam line tune-up.
□ Core emittances are up by about 1pi - not sure why?
□ Parasitic transfer function measurements.

� We are down ~0.5%,

○
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○ None

Studies

○ None

Requests

� Most in a half hour: 13.36 mA at Mon May 11 01:55:49 CDT 2009 
� Best Hour: 28.56 mA on 20-Dec-08 
� Average Production 18.89 e-6/proton Best: 25.41 e-6/proton on 01/30/2008 
� Average Protons on Target 7.85 e12 Best: 8.77 e12 on 07/24/2007 

○ Paul's Numbers

□ Pbars stacked: 1444.76 E10
□ Time stacking: 63.45 Hr
□ Average stacking rate: 22.77 E10/Hr

� Stacking

□ Number of pulses while in stacking mode: 96433
□ Number of pulses with beam: 87499
□ Fraction of up pulses was: 90.74%

� Uptime

□ Corrected time stacking: 57.57 Hr
□ Possible average stacking rate: 25.09 E10/Hr
□ Could have stacked: 1592.28 E10/Hr

� The uptime's effect on the stacking numbers

□ Pbars sent to the Recycler: 1441.61 E10
□ Number of transfers : 144
□ Number of transfer sets: 67
□ Average Number of transfer per set: 2.15
□ Time taken to shoot including reverse proton tuneup: 00.82 Hr

� Recycler Transfers

○ Al's Numbers

The Numbers
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□ Time taken to shoot including reverse proton tuneup: 00.82 Hr
□ Transfer efficiency: 95.35%

□ Average POT : 8.14 E12
□ Average production: 20.27 pbars/E6 protons

� Other Info

� * Missed one or more A:IBEAM7 events somewhere in the middle of the user 
selected time span. Calculated time shot using 13 secs per transfer.

Misc
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� Saturday, May 9, 10:57:52-
Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2009&action=view&page=349&frame=2
&anchor=&hilite=> 

� M:HV102

�

� Saturday, May 9, 11:26- M:HV102 tripped off on incomplete interlocks. Ops 
locally assessed the situation and discovered the interlocks tripped on SCR 
failure. LCW was found leaking from the supply. The water has a dark brown 
color and smells sweet. Obie and Bernie were contacted. Obie is at least 30 
minutes away and Bernie is 1.5 hours away. 

○ MCR

Logbooks
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minutes away and Bernie is 1.5 hours away. 
� Saturday, May 9, 12:26-Obie reports M:HV102 has a serious internal water 

leak. They will have to move around some of the other supplies at F23 to get 
inside and assess the leak 

� Saturday, May 9, 13:07-Obie reports they have found a hose that needs 
replaced, but that it will take some time as its not easy to get at. 

� Saturday, May 9, 14:13-We are back to stacking 
� D:P3TW03 and D:P3TW04
� Sunday, May 10, 12:23:39- Debuncher TWTs D:P3TW03 and D:P3TW04 have 

been off since just before shot setup. Ops locally found a diode amplifier card 
showing fault on the B side for D:P3TW03. The fault migrated when swapping 
the card with another in the TWT protection monitor. Ops contacted Wes 
Mueller in order to find a replacement card. He suggested we page Pete Seifrid 
to help find a card 
Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2009&action=view&page=351&frame=2
&anchor=&hilite=> 

� Sunday, May 10, 14:09- DVM was in his office. He assisted us with cabinet 
locks and combinations at AP30 which allowed us to find the right spare DA 
card and replace it. Everything is OK now.  Bad card is on Pete's desk

� D:ISEPV
� Sunday, May 10, 12:48- d:isepv tripped twice on a ground fault indication. 

Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2009&action=view&page=351&frame=2
&anchor=&hilite=> 

� D:IKIK Scope
� Sunday, May 10, 14:57-Pbar kicker timing program for D:IKIK was not 

responding. Tried a DAE reboot, then an OS reboot. A local power cycle of 
D:IKIK scope seems to have worked. 
Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2009&action=view&page=351&frame=2
&anchor=&hilite=> 

� D:LNV
� Monday, May 11, 00:08-D:LNV tripped off and won't reset. No bad status 

shows up on D:LNST1. Ops are en route to reset locally. 
Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2009&action=view&page=352&frame=2
&anchor=&hilite=> 
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�

� Monday, May 11, 00:20-Reset. Beam returns. 
Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2009&action=view&page=352&frame=2
&anchor=&hilite=> 

� Motor Control:
� While running through the 'Center Core H & V Pickups', it was difficult to knob 

A:MS1HH1 and A:MS1VV1. They appeared to be in a good spot. No changes 
were made. 
Pasted from <http://www-bd.fnal.gov/cgi-mach/machlog.pl?nb=pbar09&action=view&page=last&frame=2
&anchor=&hilite=&load=> 
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